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Cmammio npuces4eHo MOOEBAHHI0 MA MPO2HO3YB8AHHIO HaCeneHHs Ykpa-
iHU 3a donomozoko yYacosux pAdie. MoKA3aHo, wo aHania vacosux padie €
CKAAOHO, 6A2aMOKOMMOHEHMHOIK eKOHOMEMPUYHOK 300aYer, W0 He MaE
yHigepcanbHo20 nidxody o ii po3e'a3aHHa. Lie nos'a3aHo Ak 3 pi3HOMaHIMHic-
mro memodie i anzopummie 00 aHAAI3Y Yacosux psdis, PO3PObAEHUX 30 8eCb
yac, mak i 3i cneyudpikoro yux yacosux padie. Tak, HaNpukaad, aemopu cmam-
mi npaytosanu 3 0OHOBUMIDHUM HECMAYIOHAPHUM MUMYACO8UM PAOOM,
momy nioxodu i Memodu, HaeedeHi 8 yili cmammi, He pexomeHAyeMbCA 3a-
cmocosysamu 00 4acogux padax, Wo 80a00ikome iHWUMU 81aCMUBOCMAMU.
Cmamms Mae KosocanbHy MPAKMUYHY UiHHICMIO, OCKiNbKU 8 Hili 0emanbHO
PO32AAHYMO NUMAHHA KOMI'tomepH020 MOOeoBAHHA MAKo20 pody 3a0ay.
AHani3 nimepamypu MoKa3ae akmyanbHicmMb Yb020 MUMAHHA HA Cb0200HI.
[Mpu ybomy Ha nepwuli NAAH 8UXO0AMb MAKI 8aMIUSI TUMAHHS, AK 8Ubip MO-
deni ARIMA, si3yanizayis 0aHuxX i mo4HicMb MPO2HO3Y.
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CmameA noceaweHa MOOenUPOBAHUI0 U MPO2HO3UPOBAHUID HACENeHUs
YKpauHel mo cpedcmeam epemeHHbix pAdos. [10KA3aHO, YMo GHANU3 8pe-
MeHHbIX pA008 A871emcs coMHOU, MHO20KOMMOHEHMHOU 3KoOHOMempuYye-
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pA008, pa3pabomaHHbIX 3a 8ce 8pems, MakK U co creyupuKoli 0aHHbIX 8pe-
MeHHbIX pA008. Tak, Hanpumep, a8mops cmamsu pabomanu ¢ 00HOMePHbIM
HECMAYUOHAPHbIM 8pEMEHHbIM PAOOM, MO3MOMY M0OX00b! U Memodbl, pu-
8edeHHble 8 AaHHOL cmambe, He peKoMeHOyemca MPUMeHAMb K 8peMEHHbIM
padam, obnadarowumu Opyeumu ceolicmeamu. Cmames obaadaem Konoc-
canbHol nparkmu4eckoli YeHHoCMbHo, MaK Kak 8 Heli No0pobHo paccmompe-
Hbl 80MPOCHI KOMTbIOMEPHO20 MOOEAUPOBAHUSA MAK020 poda 3a0ay. AHanu3
AUMepamypsl MoKasan aKkmyanabHoCMb 3M020 80MPOCA HA Ce200HAWHUL
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8b160p Modenu ARIMA, 8u3yanu3ayus 0GHHbIX U MOYHOCMb MPO2HO3A.
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ime series analysis is a complex, multi-step process.
In general it comprises four main stages described
below.

1. Choice of time series analysis method (frequency-
domain and time-domain methods [1]; parametric
and non-parametric methods [2]; linear and non-
linear methods; univariate and multivariate ones).

2.Research analysis of time series data (autocorrelation
analysis to examine serial dependence [3]; spectral
analysis to examine cyclic behavior which need
not be related to seasonality [4]; separation into
components representing trend, seasonality, slow
and fast variation, and cyclical irregularity).

3. Curve fitting, which is the process of constructing a
curve or mathematical function that has the best fit
to a series of data points. At this stage a researcher
may choose a model for time series data.

Time series models appear in many forms and repre-
sent various random processes. When modeling variations
in the level of a process, their three main classes can be sin-
gled out: autoregressive (AR) models, integrated (I) mod-
els and moving average (MA) models. These three classes
are linearly dependent on previous data points. Combina-
tions of these models provide autoregressive moving aver-
age (ARMA) and autoregressive integrated moving aver-
age (ARIMA) models. Autoregressive fractional integrated
moving average (ARFIMA) model generalizes the three
above mentioned classes. Nonlinear dependence of the lev-
el of a time series on previous data points is of interest, to
some extent due to the possibility of creating a chaotic time
series (ARCH, GARCH, TARCH, EGARCH, FIGARCH,
CGARCH, etc.) [5];

4. Forecasting, which involves achieving the ultimate

goal of time series analysis - forecasting [6].

Another important question which should be con-
sidered concerns choosing a proper computer program for
time series analysis and forecasting.

The article deals with some problems of the afore-
mentioned stages of time series analysis. As an example, the
authors propose to consider modeling and forecasting the
population of Ukraine by time series. The population data
are presented as a univariate nonstationary time series. The
next section of the article gives a review of the literature on
the issue under study.

Currently, Ukraine is experiencing demographic de-
cline. According to the State Statistics Service, during a ten
month period of 2018, the population of Ukraine decreased
by 166.3 thousand people [7]. This indicator is 18 % higher
than that for the same period of 2017. The situation may be
related to the migration outflow of the population and its
natural decline. In view of the critical demographic situa-
tion, the authors propose using time series analysis to de-
scribe the population dynamics, for relevant authorities to
promptly respond to challenges in this sphere.

Many modern scientists study demographic issues.
The problem of the decrease in the working population
(mostly through migration) and different ways to solve it are
covered in articles [8], [9], and [10]. Statistical approaches
to the analysis and forecasting of demographic data are also
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considered in the literature. For example, [11] presents new
APC (age, period and cohort effects) models, methods, and
empirical applications which are based on [1 - 6] fundamen-
tal works. Article [12] presents approaches of time series
analysis for understanding the demographics of users of on-
line social networks. The article highlights the digital aspect
of demographic issues: social networks occupy an impor-
tant place in the modern world of digital technologies and
apply time series as a modeling and forecasting tool. Models
and methods of [12] are also based on works [1 - 6].

There are a great number of computer programs for
implementing analysis of time series. Their detailed consid-
eration is presented in early fundamental works [1 - 6] and
in the modern ones published in the heyday of software [8 -
12]. At first glance, the market for time series software does
not seem to be underdeveloped, but with a more detailed
analysis it becomes clear that there is definitely not enough
available and high-quality software for analyzing time series.
Professional software requires large financial expenditures.
Professional statistical and mathematical software programs
(SAS, Statistica, MATLAB) were used in articles [8§ - 10],
with MATLAB being employed even in earlier works [1 —
4]. Among free software packages, GRETL, TISEAN, and
R (used in [11], [12]) are worth mentioning. Thus, it can be
concluded that the distinguished leaders among the soft-
ware used in this field are MATLAB, R.

MATLAB Econometrics Toolbox includes univariate
Bayesian linear regression, univariate ARIMAX/GARCH
composite models with several GARCH variants, multivari-
ate VARX models and cointegration analysis for time series
modeling and analysis. Considering the above mentioned,
the authors chose MATLAB as the best program to fit the
purpose of the study.

The next part of the article presents a step-by-step
building of a time series model of Ukraine’s population us-
ing MATLAB Econometrics Toolbox.

The statistics on the population of Ukraine are avail-
able at http://www.ereport.ru. The data are stored in the
“population” array. The measurements are made at one year
intervals which are stored in the “years” array. The statistics
were used by the authors to develop a time series model. The
MATLAB code for plotting the initial data is given below
and the result of running the program segment is shown in
Fig. 1.

clc

clear all

Population = [51.7; 51.9; 51.7; 51.3; 50.9;
50.4; 50.0; 49.5; 49.2; 48.8; 48.4; 48.1; 47.7;
47.4; 46.7; 46.3; 46.0; 45.7; 45.4; 45.1; 44.9;

44 .6; 44.3; 44.4; 44.2];

years = [1992:1:2016]"';

figure ('Units', 'normalized', 'OuterPosition',
[0011]);

title('Population of Ukraine, million peo-
ple');

plot (years, Population)
xlabel ('years')

ylabel ('the Population')
grid on
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Fig. 1. The population of Ukraine, million people

ow, let us create autocorrelation factor (ACF)

and partial autocorrelation factor (PACF) plots

to identify patterns in the above data. The idea is
to identify the presence of AR and MA components in the
residuals. The following is the MATLAB code to produce
ACF and PACF plots. The result of the running of the
program segment is shown in Fig. 2.

parcorr (Population)
autocorr (Population)

Sample Autocorrelation Function

According to Fig. 2, b, autocorrelation coefficients are
more than 1. It seems that in the MATLAB parcorr func-
tion gives wrong results. The phenomenon can be explained.
This is not a bug but rather a result of different algorithms
used to compute the PACF. For reference, the PACF is com-
puted by fitting successive order AR models by OLS, retain-
ing the last coefficient of each regression.

This is an approximation of the Yule-Walker equa-
tions’ solution, but it should be suitable for reasonable sam-
ple sizes. These data are short (only 30 observations) and

Sample Partial Autocorrelation Function
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Fig. 2. Visualization of the ACF function (a) and PACF function (b)

they do not satisfy the assumptions that the Yule-Walker
equations are based on. The authors recommend to use the
following code in the situations:

'Default') {
10*1ogl0 (length (x))

if (parl ==
parl =
}
else {
parl <- as.numeric(parl)

}

par2 <- as.numeric(par2)
par3 <- as.numeric (par3)
pard4 <- as.numeric(pard)
par5 <- as.numeric (parb)
if (par6 == 'White Noise') par6 <- 'white' else

100

par6 <- 'ma'

par7 <- as.numeric (par7)
if (par8 != '') par8 <- as.numeric(par8)
x <- na.omit (x)
ox <- X
if (par8 == '') {
if (par2 == 0) {
x <= log(x)
}
else {
x <= (x ~ par2 - 1) / par?
}
}
else {
x <- log(x,base=par8)
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if (par3 > 0) x <- diff(x,lag=1,difference=par3)
if (pard4 > 0) x <- diff(x,lag=par5,difference=
par4)

The result of the running of the program segment is
shown in Fig. 3.

Autocorrelation

ccording to Fig. 3, a, the autocorrelation plot shows
that the time series is not random but rather has a
high degree of autocorrelation between adjacent

and near-adjacent observations. Also, as seen from Figure
3, b, the partial autocorrelation plot demonstrates a clear

Partial Autocorrelation

ACF PACF
1.0 1
0.8 4
0.8 4
0.6 1
0.6 4
0.4 0.4
02 | | 0.21
0.0 Ill O-°||||||||||-|
0.2 | | -0.24
-0.4 -0.4
T T T T T T T T T T T T T
0 2 4 6 8 10 12 2 4 6 8 8 10
time lag lags
a) b)

Fig. 3. Visualization of the ACF function (a) and PACF function (b) after using the authors’ program

statistical significance for lags 1 and 2. The next few lags are
in the middle of statistical significance.

We considered the ACF and PACF values up to lag 12,
i.e., one-third of the data and 95 % confidence level. From
these plots we can determine the type and order of the ade-
quate model required to fit the series. Moreover, as the ACF
values damp out rapidly for increasing lags, we can assume
that the data series is stationary. The ACF and PACF plots
indicate that an ARIMA model is appropriate.

objects for a stationary or unit root nonstationary

linear time series model [13]. This includes moving
average (MA), autoregressive (AR), mixed autoregressive
and moving average (ARMA), integrated (ARIMA),
multiplicative seasonal, and linear time series models which
include a regression component (ARIMAX).

The input arguments of the built-in ARIMA function
are shown in Table 1. The mathematical formulation of the
ARIMA(p, D, q) model using lag polynomials is given be-
low:

¢(L><1—L)Dyt=e(L)et,i.e.[l—iw](l—L)Dyt=

q
=[1+261L"J£t
j=1

The built-in ARIMA(p, D, q) function creates model

1)

Since the series used in this article are already
transformed to log-returns, any further differentiation
is not needed, and thus we may set d = 0. In this case the
ARIMA(p, 0, q) turns into the ARMA(p, q) model. ARIMA
has also a more complicated variant which allows to capture
seasonality. Though it is available, we will not use it here
(demographical data are nonseasonal). Mathematically the
ARMA(p, q) model can be represented as
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Table 1
Name of —n
Description
parameters
p Positive integer indicating the degree of the
nonseasonal autoregressive polynomial
Nonnegative integer indicating the degree
D of nonseasonal integration in the linear time
series
Positive integer indicating the degree of the
q nonseasonal moving average polynomial

r
¢(L)yt =6 (L)St) ie. (l_zq)it jyt =
—(Hiejﬂ]et 2

Since the MATLAB built-in function allows to esti-
mate ARMA, from a technical point of view, it will be esti-
mated further as the ARIMA(p, 0, q) model. But since there
is no need to differentiate the dependent variable, this will
be ARMA (p, q) specifications. The next MATLAB program
code identifies the best fit ARIMA(p, 0, q) model. The fol-
lowing is the code for the same:

clc
clear all
r = [51.7; 51.9; 51.7; 51.3; 50.9; 50.4; 50.0;
49.5;

49.2; 48.8; 48.4; 48.1; 47.7;
47.4; 46.7; 46.3;

46.0; 45.7; 45.4; 45.1; 44.9;
44 .6; 44.3; 44.4; 44.2];
max p=5; max g=1;
crit=zeros(max p,max _q);
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c=0;
N=size(r,1);
for i=l:max p
for j=l:max g
Mdl = arima(i,0,3);
[EstMdl, EstParamCov, logL, info]
estimate (Mdl, r);

[aic,bic]=aicbic(logL,i+j,N);
if ((i==1) && (3==1))
(bic<c)
c=bic;
p=i;
gq=j;

ARIMA(1,0,1) Model:

Parameter Value

Constant -0.247391
AR{1} 1
MA{1} 0.466445

Variance 0.034112

ARIMA (2,0,1) Model:

Parameter Value

Constant 0.656432
AR{1} 1.77445
AR{2} -0.789709
MA{1} -1

Variance 0.0130313

ARIMA(3,0,1) Model:

Parameter Value

Constant 0.531783
AR{1} 1.96595
AR{2} -1.14885
AR{3} 0.170423
MA{1} -0.942271

Variance 0.0158196

ARIMA (4,0,1) Model:

Parameter Value
Constant 2.19704
AR{l} 0.513897
AR{2} 0.963821
AR{3} 0.0220676
AR{4} -0.548489
MA{1} 0.69526
Variance 0.0162225

ARIMA (5,0,1) Model:

Parameter Value
Constant 2.31268
AR{l} 0.471412
AR{2} 0.970034
AR{3} 0.0838277
AR{4} -0.52745

102

= fprintf ('\nEstimates of BIC criterion:

|l Mdl =

Conditional Probability Distribution:

Conditional Probability Distribution:

Conditional Probability Distribution:

Conditional Probability Distribution:

Conditional Probability Distribution:

end
crit(i,j)=bic; % <-
for AIC
end
end

change this line

\n');
crit

fprintf ('"\n');

arima(p,0,q);

[EstMdl, EstParamCov, logL, info] =
estimate (Mdl, r);

[res,v] = infer (EstMdl,r);

A step-by-step run of the program code is presented below:

Gaussian
Standard t
Error Statistic
0.837429 -0.295417
0.0166123 60.1965
0.268057 1.7401
0.00917661 3.71727
Gaussian
Standard t
Error Statistic
0.186673 3.51648
0.0522129 33.9849
0.0537842 -14.6829
0.200678 -4.98312
0.00593187 2.19682
Gaussian
Standard t
Error Statistic
0.389661 1.36473
0.29192 6.73454
0.5593 -2.05409
0.276867 0.61554
0.35053 -2.68813
0.00859024 1.84157
Gaussian
Standard t
Error Statistic
1.31898 1.66571
0.233049 2.2051
0.31734 3.03719
0.215029 0.102626
0.20729 -2.64599
0.316827 2.19445
0.00491912 3.29785
Gaussian
Standard t
Error Statistic
1.36453 1.69485
0.401658 1.17366
0.322469 3.00815
0.40442 0.207279
0.314787 -1.67558
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AR{5} -0.0489605 0.361783 -0.135331
MA{1} 0.711955 0.4246 1.67677
Variance 0.0161973 0.004998 3.24076

Estimates of BIC criterion:
crit =
-7.
-28.
=24,
-15.
-12.

0680
8448
1408
9924
8126

ARIMA(2,0,1) Model:

Conditional Probability Distribution: Gaussian

Standard t
Parameter Value Error Statistic
Constant 0.656432 0.186673 3.51648
AR{1} 1.77445 0.0522129 33.9849
AR{2} -0.789709 0.0537842 -14.6829
MA{1} -1 0.200678 -4.98312
Variance 0.0130313 0.00593187 2.19682
hoosing the best ARIMA model is based on Akaike =~ PopulationModel = arima(2,0,1)
or Bayesian information criteria. The best fit model ~ PopulationFit = estimate (PopulationtModel, Popu
selected is ARIMA(2,0,1). It means that the degree lation) _ _
. Ly [Y,YMSE] = forecast (PopulationFit,4,'Y0',Popu
of the nonseasonal autoregressive polynomial is two, the .
d . L . . . lation)
egree of nonseasonal integration in the linear time series
is zero, the degree of the nonseasonal moving average .
e des . oving 5 The result of the program fragment is shown below.
polynomial is one. Mathematically, the resulting model can
be presented as follows: PopulationModel =
. 1 2 ARIMA (2,0,1) Model:
0(L)y,=6(L)e, ie.(1-0,L —0,L")y,= o T T
3) Distribution: Name = 'Gaussian'
=(1+6,L ), e »
D: 0O
We are going to apply the ARIMA model with well- Q: 1
h ters for ti ies f ti Thi Constant: NaN
chosen parameters for time-series forecasting. This process AR: (NaN NaN} at Lags [1 2]
includes two stages: estimating and forecasting. The follow- SAR: {}
ing is the MATLAB code to estimate ARIMA model param- Sﬁi’ {NaN} at Lags [1]
eters using initial values and to forecast the population of Variance: b{I;N
Ukraine for the next 3 years (2017, 2018, and 2019) applying
the above mentioned model. Since the forecast includes the
year of 2016, it allows us to compare the past data with the
reproduced forecast results.
ARIMA(2,0,1) Model: v =
““““““““““ 44,2045
Conditional Probability Distribution: Gaussian 44.2106
Standard t 44,0516
Parameter Value Error Statistic 43.9528
Constant 0.656432 0.186673 3.51648 YMSE =
AR{1} 1.77445 0.0522129 33.9849 0.0403
AR{2} -0.789709 0.0537842 -14.6829 0.2139
MA{1} -1 0.200678 -4.98312 0.8230
Variance 0.0130313  0.00593187 2.19682 55207
PopulationFit =
ARIMA (2,0,1) Model:
Distribution: Name = 'Gaussian'
P: 2
D: 0O
Q0: 1
Constant: 0.656432
AR: {1.77445 -0.789709} at Lags [1 2]
SAR: {}
MA: {-1} at Lags [1]
SMA: {}
Variance: 0.0130313
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The graph of the generated forecast is presented in
Fig. 4.

to the rolling forecast estimates. In general, our

forecasts align with the true value (the year of 2016)
very well, showing a downward trend which started in the
year of 2016 and finished in 2019.

T he line plot shows the observed values compared

The population

Particular attention should be paid to quality of the
forecast. The automatically calculated mean-square error
values (YMSE array) are close to zero, which indicates a
good fit of the selected model.

Unfortunately, the forecast trend shows that there may
be a shortage of skilled labor in Ukraine within 10 years.

52
51
50
49
48 [
47 [
46 [
45
44

measured
forecasted | -

43
1990

1995 2000 2005 2010 2015

Fig. 4. The forecast of time series data using the ARIMA model

2020 Years

CONCLUSIONS

In the course of the research, different methods of and
approaches to time series analysis were considered. Unfor-
tunately, a universal approach for addressing problems in
this field has not been found yet. The methods developed
in the 60s of the last century (and some at the beginning of
the 19 century) are still popular along with the MATLAB
Econometrics Toolbox which is considered in the article.
This is partly due to the fact that the task of forecasting, like
any other task arising in the process of working with data,
is in many ways a creative and certainly research. Despite
a great number of formal quality metrics and methods for
estimating parameters, for each time series it is often nec-
essary to select and try something different: e.g., you can
get correlation coefficients greater than 1 or thoughtlessly
choose the parameters of the ARIMA model.

To find balance between quality and labor costs is
also of importance. The MATLAB Econometrics Toolbox
demonstrates outstanding results with proper tuning, may
require more than one hour of manipulations with the pro-
gramming and additional settings, while a simple linear re-
gression can be built in 10 minutes with more or less com-
parable results.

The time series of the population of Ukraine were
modeled as one-dimensional time series with nonstation-
ary data using the ARIMA model. Thus, the authors recom-
mend to apply the approaches and methods used in the ar-
ticle, as well as the developed algorithms only for time series
of the kind. u
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